
Pulsar Timing Array

Keitaro Takahashi
Kumamoto University

2024/11/18



pulsar timing array
PTA in a nutshell
・direct detection of GWs
・very stable msec pulsars
・precise timing for O(10) years
・GWs affect pulse arrival time
O(100) nsec

・GW freqency
→ observation period and cadence
→ (1 week)-1 ~ (10 years)-1
→ 1μHz ~ 1nHz
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Nano-Hz GWs
・SMBH binary

・cosmic string

・inflation

・phase transition

・2nd-order scalar fluctuations
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Indian PTA
・India + Japan
・uGMRT (SKA pathfinder)
・low frequency (250-1450MHz)
- uniqueness of InPTA
- precise dispersion measure

・2nd data release in 2024



worldwide announcement
6/29 UTC 0:00 : press release
・EPTA + InPTA, NANOGrav, PPTA, CPTA
・GW background signal : 2~4σ → evidence (detection)
・consistent with that from SMBH binaries
・cannot reject other sources A&A proofs: manuscript no. eptadr2_gwb_25psr

Fig. 5: Binned overlap reduction function. Blue is for DR2full while orange is for DR2new. The left panel shows violins of the
posterior of the correlation coe�cients averaged at ten bins of angular separations with 30 pulsar pairs each. The black line is the
HD curve based on theoretical expectation of a GWB signal. The grey histogram is the arbitrarily normalised distribution of the
number of pulsar pairs at di↵erent angular separations. The right panel is the corresponding 2D posterior for the amplitude and
spectral index of the common correlated signal, showing 1/2/3 � contours.

Fig. 6: Constraints on the overlap reduction function from the
optimal statistic. Blue and orange points indicate the results for
DR2full and DR2new respectively. The correlation coe�cients
for each pair of pulsars are weighted and averaged following the
description in Allen & Romano (2022) and grouped in the same
way as those in Figure 5 for comparison. The HD correlation is
plotted as a black line for reference.

4.3. Significance tests

To quantitatively estimate the significance of the hypothesis that
a GWB signal with HD correlation is present in the data, the null
hypothesis distribution need to be constructed. Many repetitions
of an experiment need to be performed in order to define a strict
p-value. This is, unfortunately, not possible for PTAs. Thus, we
can only attempt to find a good proxy to estimate the true statis-
tical p-value for the null hypothesis. In the following, we refer
to the estimated value from our proxy methods as p-values for
simplicity. The respective distributions can be constructed in two
di↵erent ways, by introducing random phase shifts in the Fourier
basis of the common red noise process (Taylor et al. 2017) or
by moving the positions of the pulsars in the sky via a random
scramble (Cornish & Sampson 2016). The aim of both methods

is to e↵ectively destroy the distinctive cross-pulsar correlations,
unique to the GWB signal, while retaining the individual pulsar
noise characteristics. One should emphasise that both methods
should be robust against any mismodelled features in the data
set, therefore they, in general, provide more conservative esti-
mates of the significance in comparison to the possibly oversim-
plified noise simulation bootstrapping.

The distributions of BFs under the null hypothesis (PSRN +
CURN) were constructed for DR2full and DR2new using about
200 and 2000 phase shifts, respectively and are displayed in the
upper panel of Figure 7. The DR2full measured BF from Ta-
ble 5 lies within the 2� range of the null hypothesis distribu-
tion with a p-value of 0.04. The p-value for the BF derived with
the DR2new data set reaches a statistically interesting value of
0.0005, which corresponds to the 3� level of significance (’ev-
idence’). The analysis was performed using both ENTERPRISE
and FORTYTWO and shows consistent results between the two
software packages. This significance test was repeated for the
OS S/N values for the HD correlation and results are shown in
the bottom panel of Figure 7. For DR2full a p-value of 0.07
is found. None of the 10000 realisations produced a S/N that is
comparable to what has been found in DR2new. Therefore, only
an upper limit can be set for the p-value < 0.0001, which corre-
sponds to a significance of > 3.5�.

Figure 8 shows the null distribution obtained with sky scram-
bles in the OS analysis in the top panel. A matching threshold of
0.2 for any two sky scrambles was imposed to produce about
5000 samples. A large di↵erence particularly in the high S/N
tail of the density functions can be found between DR2full and
DR2new. The p-value for DR2full of 0.08 is comparable to that
obtained with the phase shifts. This could indicate that in the low
S/N regime, both methods produce reliable null distributions. In
the high S/N regime, however, with DR2new the sky scramble
p-value of 0.004 is not consistent with the phase shift method.

The bottom panel of Figure 8 compares p-values from sim-
ulations, theoretical computation and the two methods. A null
distribution was generated using a set of realistic simulations re-
sembling the statistical properties of the real DR2new data set
and with the injected CURN only. The noise parameters as well
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Figure 1. Left : Free spectral posteriors for each PTA showing the measured HD correlated GWB power in several frequency
bins under no spectral shape assumption. Each PTA used a di↵erent Fourier basis set by their own maximum observing time.
The dashed line shows a power law spectrum as determined by the joint 2D power law posterior median. Right : 2D posterior
for HD correlated power law GWB parameters. Contours show 68, 95, and 99.7% of the posterior mass. The vertical dotted
line is at � = 13/3.

Figure 2. Di↵erence distributions for GWB parameters between pairs of PTAs as computed by tensiometer. The contours
show 68 and 95% of the distribution mass.

4.2. Comparing the GWB sensitivity of PTAs

A commonly used measure of GW detector perfor-
mance is a frequency-dependent ‘sensitivity curve’. This
metric, which estimates the smallest amplitude of a GW
induced signal that a detector would detect, is often used
in the GW community to assess detector performance
(see Moore et al. 2014; Hazboun et al. 2019b; Kaiser &
McWilliams 2021, and references therein). The hasasia
(Hazboun et al. 2019a) package o↵ers a means to e�-
ciently compute such curves for PTAs. Specifically, the
sensitivity curves we compare here are the sensitivity to
interpulsar cross-correlations induced in the PTA by a
GWB. As input, hasasia uses the original time of ar-
rival data and the median noise parameters for all noise

processes, including the GWB auto-correlations which
act as noise when trying to detect the cross-correlations.
In order to generate sensitivity curves for

EPTA+InPTA and PPTA, we made a few modifica-
tions to hasasia. This is because hasasia accounts
for white noise and achromatic RN only. For analyses
like NANOGrav, which modeled DM variations using
DMX (which appears in the timing model) this is suf-
ficient, but it is not for analyses that use DMGP, like



to improve
・understand systematics better
- monopole in inter-pulsar correlation?
- pulse jitter : pulsar intrinsic fluctuations
- RFI, solar system ephemeris

・longer time baseline
- just continue observations

・more pulsars
- combine different PTAs
- more sensitive telescope



from detection to astronomy
Zhu+ 2015
・angular resolution of GW source
→ > O(10) deg2
→ GW source cannot be identified

Kato & KT (2023)
・precise pulsar distance from
VLBI (< GW wavelength)

・GW angular resolution improves
by a few orders

・will do VLBI observation of pulsars

8 X.-J. Zhu et al.
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Figure 3. Empirical CDF (thick solid black) and its 2–� confidence region (thin solid blue) for the whitened A+,⇥(t) data obtained
from the PPTA DR1 data set, compared against the standard Gaussian distribution (red dash).

(a)

(b)

Figure 5. Sky map of signal-to-noise ratios (⇢) for simulated data set that includes a strong signal injection made in the least (a) or
most (b) sensitive sky region. The signal is injected at the location indicated by a “⇤” and the maximum ⇢ is found at “�”. Sky locations
of the 20 PPTA pulsars are marked with “?”.

c� 2014 RAS, MNRAS 000, 1–13
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D = 85 Mpc
M1 = 3.2x109 Msun
M2 = 5.1x107 Msun
a = 0.35 pc, e = 0.14

D = 245 Mpc
M1 = 4.3x109 Msun
M2 = 5.9x108 Msun
a = 0.12 pc, e = 0.02

D = 156 Mpc
M1 = 9.2x109 Msun
M2 = 7.5x109 Msun
a = 1.3 pc, e = 0.25

Nano-Hz GW astronomy



Square Kilometre Array



SKA PTA
SKA1 survey
・9,000 normal pulsars
・1,400 msec pulsars

SKA2 survey
・30,000 normal pulsars
・3,000 msec pulsars

SKA-PTA
much more msec pulsars
& much higher sensitivity

x3！

x10！

SKA1-PTA sensitivity



future prospects
2023 IPTA comparison : arXiv

2024 IPTA combination : ongoing

MeerKAT, FAST join

2029 SKA1

203? SKA2

GWB detection

GWB power spectrum
→ SMBH evolution model

precise GWB power spectrum
→ other sources

GWB anisotropy

single source

SMBH binary catalog



summary
・pulsar timing array
→ direct detection of nano-Hz GWs with msec pulsars

・evidence for GW background
- statistical significance of HD correlation : 2~4σ
- consistent with GW background from SMBH binaries
- cannot reject other sources due to low S/N

・future prospects
・IPTA data combination, SKA1, SKA2
・nHz GW astronomy

・happy to collaborate on SMBHs, cosmic strings,
early universe, GW data analysis


